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ABSTRACT

This paper presents a 3D videoconferencing system that is 2D back-
wards compatible. The system offers an inmersive experience to
users with 3D displays at their disposal, but does not require the
users to employ dedicated hardware at the sender side. Backwards
compatibility is achieved by transmitting 3D content in the user data
fields of the video streams, which older teleconference terminals ig-
nore. Other highlights of the system include the use of a conven-
tional inexpensive camera at the sender side, low bandwidth over-
head and low CPU usage. The system proposed is a necessary step
towards more complex systems that will tackle the 3D videoconfer-
encing problem as a whole. Our focus is to make it possible to reuse
existing capture devices to create 3D content that will be consumed
by users with specialized hardware. As 3D videoconferencing tech-
nology evolves, more professional stereoscopic cameras will follow
as a natural consequence.

Index Terms— 3D, Inmersive, videoconference, teleconference,
foreground segmentation, H.263

1. INTRODUCTION

Videoconferencing has been one of the fields where video coding
and networking technologies have had a major impact, driving suc-
cessful deployment of several systems used worldwide.

Inmersive extensions to classic videoconferencing systems have
been proposed in the past, but they usually require both the sender
and receiver sides to purchase expensive equipments preventing a
broad deployment of this technology.

Among the state of the art proposals for inmersive videoconfer-
encing, there have been several different approaches. Some of them
try to achieve a to be there experience by using one or multiple large
2D displays [1, 2] at the receiver side. Other systems try to provide
an inmersive feeling through shutter glasses [3, 4] or similar tech-
nologies. Moreover, some of these more advanced systems include
tracking modules at the receiver side that let the display render the
correct images depending on the position of the observer.

Our goal is to help bringing a 3D experience to the average user
of traditional videoconferencing systems. To do so, we have focused
on developing an alternative approach that is able to extract 3D con-
tent from a standard commodity capture device so that 3D-ready re-
ceivers will still be able to create a closer sensation of teleinmer-
sion. We argue that the key factor that is preventing a mass adoption
of 3D videoconferencing systems, and especially auto-stereoscopic
displays, is the lack of inexpensive 3D capture devices, and therefore
we believe that some more efforts have to be put into facilitating an
online 3D extraction process. It is important to remark that in our

proposal any user will produce 3D information employing a conven-
tional WebCam and consuming few additional resources.

3D information can be obtained using either volumetric recon-
struction techniques such as [5, 6, 7] or by extracting the depth in-
formation by using stereo correspondence algorithms. A good litera-
ture review on stereo correspondence algorithm has been done in [8].
Our proposal is related to the later one. In this context, we propose to
use two levels of depth only. The first one corresponds to the depth
of the teleconferee, and the second one to the depth of the whole
background scene. In fact, the binary depth map that we propose
resembles very closely the real depth map in a videoconferencing
situation.

In order to obtain a good segmentation of the teleconferee we
propose a fast yet effective foreground Bayesian segmentation scheme
that overcomes some of the problems of traditional exception-to-
background systems. Codification of the depth data is solved us-
ing the user data fields of the video streams, enabling backwards
compatibility with current systems. And finally, a non-intrusive 3D
display is used on the receiver side.

The paper is organized as follows. Section 2 presents an overview
of the system. Section 3 describes the techniques for pixel-domain
analysis leading to the segmented foreground object blobs. This
section also discusses the issues concerning color and texture-based
shadow detection. In section 4 our proposal for video + depth cod-
ing is presented. Section 5 describes the image synthesis and display
employed at the receiver side. Section 6 gives some experimental re-
sults and the paper concludes in Section 7.

2. SYSTEM OVERVIEW

Figure 1 shows a detailed overview of the proposed system. There
are several modules split into the sender and the receiver parts of
the system. The receiver side comprises the foreground segmenta-
tion module and the video + depth coder. In the receiver side, a de-
coder extracts the video and depth information which are displayed
by means of a 3D display. Conventional receiver terminals decode
the video information and disregard the rest for not being able to
interpret it. All these modules are detailed in the following sections.

3. 2D FOREGROUND SEGMENTATION

Over the years many works have been published on the two dimen-
sional foreground segmentation task, describing different methods
that treat to extract that part of the scene containing active entities.
In most of the cases, the stochastic background process is modeled
first, and then the foreground pixels are classified as an exception
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Fig. 1. The system block diagram showing the chain of functional
modules.

to the model. In this paper we propose using a simple yet effec-
tive foreground model in a Bayesian classification framework which
outperforms exception-to-background settings.

3.1. Single-Class Adaptive Background Models

We adopt a single-class statistical model for modeling the back-
ground color of a pixel x (indicating its spatial coordinates), given
observations of its color value I(x) across time. For this purpose,
we use a Gaussian probability density function. Gaussians have
been previously proposed in [9], among others, to ensure that the
cameras thermal noise does not produce classification errors. Some
of these works adopt multi-class models to model repetitive back-
ground, such as in waving flags, or moving trees. However, a single-
class model is enough in our approach since our system is being
developed to operate in a scene that consists of a relatively static
situation:
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corresponding to the Gaussian that models the color of the back-
ground process of pixel x, and where pixel color values (I(x)) are
expressed as a vector of three dimensions in the RGB color space.
It is often assumed that the covariance matrix is diagonal with R, G
and B sharing the same variances: Xy = o2 - Idsxs.

Similarly as in [9], model adaptation is implemented as a low
pass filter procedure. Thus, once the pixel value has been classified
into the background, the model is adapted as follows

px[t] =(1 = p)px[t — 1] + pI(x)
oxlt] =(1 = pox[t — 1]+
+ p(Ix (%) = p[t]) " (Tx(x) — pix[t]) )

where p is the adaptation learning rate: p o< Gx (I(x)).

However, our approach differs from [9] in an important way.
In [9], background classification is performed when the pixel value
falls within 2.5 standard deviations of the mean of the Gaussian.
Otherwise, it is classified as foreground. Our approach differs in that
the foreground is not classified as an exception to the background
model. Instead, we prefer to express the problem in a Bayesian form.
To do so, first we need to model the foreground process.

3.2. Uniform Foreground Model

The foreground process can be modeled using histograms, Gaussians
or any other pdf. However, we simply use a uniform pdf to model
the foreground process in each pixel, which is the best we can do if
we know nothing about the foreground process in the scene.
Since a pixel admits 256> colors in the RGB color space, we
model its pdf as
1

Ue(10) = 5255
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3.3. 2D Fore/Background Classification

Once that the foreground and background likelihoods of a pixel have
been introduced, and assuming that we have some knowledge of
foreground and background prior probabilities, P(¢) and P(S)',
respectively, we are now in position to further discuss how the 2D-
classification process can be done.

The probability that a pixel x belongs to the foreground (¢),
given an observation I(x), can be expressed in terms of the likeli-
hoods of the foreground and background processes as follows

P(&)p(1(x)|6)
p(I(x))
In order to compute (4), the unconditional joint probability den-

sity (p(I(x))) can be expressed in terms of the conditional distribu-
tions as

P(o[I(x)) = )

p(I(x)) = P(¢)p(I(x)|¢) + P(8)p(1(x)|5). ©)

Then, in the case of the models described in the previous section,

4)is P(¢) L
P(¢‘I(X)) = P(d’)ﬁ + PQ(?)GX(I(X)Y

and P(B[I(x)) = 1 — P(¢[I1(x)).

Thus, a pixel is classified into the foreground class using max-
imum a posteriori (MAP) if P(¢[I(x)) > 1 is satisfied. Alterna-
tively, the following test can also be used:

P(¢)P(I(x)|¢) > P(B)P(I(x)[5), ©)

which is faster, since the denominator in (4) does not have to be com-
puted. We can graphically express the problem in Fig. 2, assuming a
grayscale color space.

Indeed, more elaborated foreground models would allow obtain-
ing better results. Better foreground models can be obtained by us-
ing a tracker so that the models of each foreground entity can be
correctly updated along the time. However, a tracker would incorpo-
rate undesirable complexity to the system entailing a CPU overload
for the devices that we are targeting for the future. In any case,

(6)

!Foreground and background priors depend on the application. However,
approximate values can be easily obtained for each application by manually
segmenting the foreground in some images, and averaging the number of
segmented points over the total.
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Fig. 2. Probability density functions of a 1D-Gaussian (in grayscale
color space), and a uniform (zéﬁ) distribution. The best decision
possible, assuming equiprobable priors, is choosing background (3)
for all those values where the Gaussian is over the uniform function.
The figure also indicates the intervals where the two types of possible
errors (false alarms -FA- and misses) happen. The integral of the
likelihoods by these intervals give the system’s probabilities of FA
and miss.

a MAP setting outperforms exception-to-background methods even
with this naive foreground characterization, as Fig. 3 shows®. Fi-
nally, the Gaussian model is adapted using (2), when the pixel is
classified into the background.
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Fig. 3. The figures compare the error probabilities (false alarm -
FA- and miss) of the MAP Bayesian setting and the exception-to-
background setting for different values of o. Error probabilities
have been calculated by taking the integrals of foreground and back-
ground likelihood functions by the integration intervals where the
errors exist (see Fig. 2). Altogether, after summing both probabil-
ities in (b), the error rate in the exception-to-background setting is
always larger than in the Bayesian setting.

3.4. Shadow Removal

Once the foreground objects pixels have been identified, a speckle
noise removal filter is applied to suppress remaining isolated noisy

ZProbabilities of miss in the exception-to-background setting are com-
puted assuming the same uniform foreground model used in the Bayesian
setting.

foreground pixels. Then, an additional scheme [10] is applied to find
out if some of these foreground pixels correspond to areas likely to
be cast shadows or specular reflections. The working mechanism
of this scheme is the following: As the first step, we evaluate the
variability in both brightness and color distortion [11] between the
foreground pixels and the adaptive background, and possible shad-
ows and highlights are detected. It was observed though that this
procedure is less effective in cases that the objects of interest have
similar colors to those of presumed shadows. To correct this, an as-
sertion process comparing the gradient / textures similarities of the
foreground pixels and corresponding background is incorporated.
These processing steps, effectively removing cast shadows, also in-
variably delete some object pixels and distort object shapes. There-
fore, a morphology-based conditional region growing algorithm is
employed to reconstruct the objects shapes. This approach gives fa-
vorable results compared to the current state of the art to suppress
shadows / highlights.

4. 2D VIDEO + BINARY DEPTH CODING

Once the depth map is estimated, it has to be encoded into the main
video stream and transmitted efficiently to the receiver. Since we
are considering a videoconferencing application which is backwards
compatible with the existing systems, the main video stream is en-
coded using the H.263++ codec.

The following step consists in encoding the depth map in a suit-
able way so as to preserve the compatibility without adding too much
overhead. The solution considered in our approach consists in mak-
ing use of the user data field defined in Annex W of H.263++ spec-
ification to enclose the related depth map as additional information
in each frame.

The user data is defined by three main fields: a header, the size
of the depth map in bytes, and the depth map coded with a run length
encoder (RLE). The header in our case consists in a set of four bytes,
“T°,°S’,*V’,°C’. It will be used by any compatible decoder to detect
the presence of a depth map and therefore to extract and process
it accordingly. The size of the depth map is mandatory since the
decoder must know the length of the 3D information enclosed in the
user data to correctly extract it. Finally, the depth map, previously
compressed in run length, will be copied into the user data. The use
of an RLE is motivated by the fact that the depth map is a binary
map. The compression offered by this algorithm is far more efficient
than, for instance JPEG, though it is a lossless scheme. Besides, the
image quality is preserved which avoids the use of post-processing
filters at the receiver side.

This system ensures backward compatibility. If the decoder is
not able to read the user data field or if it does not understand the
header, the 3D information will be discarded and only the 2D video
will be displayed. On the other hand, if the decoder is compatible
with the new service, it will be able to extract the depth map accord-
ingly, enabling the 3D videoconferencing system.

This solution presents various advantages, it is fully backwards
compatible, relatively easy to implement and respects the existing
standard. Also, the overhead can be controlled by the compression
rate of the depth map. Besides, the images can be down-sampled
with respect to the original view since it has been demonstrated that
depth information does not require as much resolution as the 2D
information to achieve visually satisfying results. In our case, we
have about 15% video coding overhead using QCIF video and SQ-
CIF depth, operating at 10 frames per second. The overall overhead
for the whole service, including audio and signaling protocols, is
about 10%.



This solution represents thus an elegant alternative while future
ad hoc standards such as MPEG-C part 3 appear.

5. VIDEO SYNTHESIS AND DISPLAY

Regarding the video synthesis, a Philips 3D display is used. This
solution consists in an auto-stereoscopic 42" display. No shutter
glasses are needed to enjoy the 3D effect. Moreover, the Philips
technology “WOWvx” implements a multi-view system that dis-
plays nine views in nine directions, ensuring a wide angle of vision.
The media player at the receiver side must however decode the
incoming video stream in a format compatible with this display.
Therefore, the main video frames are first decoded along with the
related depth maps. Then, the two resulting images are merged to
create the side-by-side picture accepted by the display. Finally, the
display performs the synthesis of the different views in real-time,
creating a 3D effect from the reference image and the depth map.

6. EXPERIMENTAL RESULTS AND DISCUSSION

The system has been extensively tested and shown in our lab at
Barcelona (see Fig. 4), showing very promising results. The tests
have been conducted using a commodity WebCam operating at 10
QCIF frames per second. CPU load is about 10% on an Intel Xenon
CPU clocked at 3GHz and memory consumption is kept under IMB
since the adaptive foreground segmentation algorithm does not main-
tain a copy of old frames.

The Bayesian approach has proved to perform better than tradi-
tional exception-to-background methods in our experiments. How-
ever, there are still some foreground pixels which may not be de-
tected in those regions whose colors are very similar to their coun-
terparts in the background. The problem is hardly noticed at the
display side, though, since the display internally applies a low-pass
Gaussian filter to the depth map. Moreover, we have observed that
cameras with higher quality CCDs hardly suffer from this problem,
since they are better at discriminating colors.

(a) (b)

Fig. 4. Figures (a) and (b) show an example of original image and
computed depth map, respectively.

7. CONCLUSION AND FUTURE WORK

The main contributions of our system are the use of a conventional
inexpensive camera at the sender side, low bandwidth overhead, net-
work transparency and low CPU usage. The 3D videoconference
service offers a very good 3D sensation that surprises users without
previous 3D experience.

We believe that the presented scheme can be improved in several
ways. One possibility is to add depth detail to the binary disparity
mask we obtain in our algorithm, by means of fitting a general 3D
human body model to the mask. Indeed, the use of body models will
also help reducing the number of misses and false alarms. A second
alternative is to embed our design in a special purpose DSP or FPGA
architecture, which can be highly tailored to our algorithm’s partic-
ular computational needs at a low cost. We are currently working in
this later alternative. Also, we are planning to encode the user data
following the ITU Recommendation T.35. This recommendation en-
ables labeling data based on a country code and a terminal provider
code.
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